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Specific parameters of the neuronal tissue microstructure, such as axonal diameters, membrane perme-
ability and intracellular water fractions are assessable using diffusion MRI. These parameters are com-
monly estimated using analytical models, which may introduce bias in the estimated parameters due
to the approximations made when deriving the models. As an alternative to using analytical models, a
database of signal curves generated by fast Monte Carlo simulations can be employed. Simulated diffu-
sion MRI measurements were generated and evaluated using the two-compartment Karger model as well
as the simulation model based on a database containing signal curves from approximately 60000 simu-
lations performed with different combinations of microstructural parameters. A protocol based on a
pulsed gradient spin echo sequence with diffusion times of 30 and 60 ms and with gradient amplitudes
obtainable with a clinical MRI scanner was employed for the investigations. When using the analytical
model, a major negative bias (up to approximately 25%) in the estimated intracellular volume fraction
was observed for short exchange times, while almost no bias was seen for the simulation model. In gen-
eral, the simulation model improved the accuracy of the estimated parameters as compared to the ana-
lytical model, except for the exchange time parameter.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Specific characteristics of neuronal tissue microstructure can be
assessed using diffusion magnetic resonance imaging (MRI), useful
for investigating disease and development of cerebral matter.
Examples of such characteristics are axonal or cell diameters, cell
membrane permeability and intracellular water volume fractions.
Axonal diameters have been estimated using nuclear magnetic res-
onance (NMR) spectrometers in excised neuronal tissue [1-3].
Using clinical MRI scanners, microstructural features of phantoms
have been assessed [4] and recent studies suggest that this is fea-
sible also in vivo [5-8].

Experiments aiming at the investigation of tissue microstruc-
ture are commonly designed to measure the diffusion-weighted
(DW) signal intensity for different degrees of diffusion encoding
(b-values) and different diffusion times (Tp), thereby probing the
microstructure at different length and time scales [9]. Measure-
ments designed to selectively probe the microstructure of white
matter fibres are commonly performed in a single direction per-
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pendicular to the fibre structure [1-5], although models have been
developed to also estimate the fibre direction from diffusion mea-
surements in multiple directions [6]. The analytical models em-
ployed to estimate the microstructural features comprise the DW
signal from different intra- and extracellular components. How-
ever, it is challenging to accurately model the signal curves from
these individual components, due to, for instance, long diffusion
encoding durations, exchange between components and different
relaxation rates for different components.

The modelling challenges are met by various assumptions, first
regarding the tissue geometry and subsequently about the mea-
surements on the geometry. For example, the tissue structure is
commonly assumed to be comprised of ideal geometries, such as
parallel planes, cylinders or spheres. For these ideal geometries,
analytical models describing the signal curves have been derived
under the assumption that the measurement produces a Gaussian
phase distribution or that the diffusion encoding duration is infin-
itesimal [5,6,10-12]. For a tissue model based on one intracellular
and one extracellular compartment, Monte Carlo simulations have
been employed to investigate the validity of these measurement
models. Meier et al. showed that it is possible to extract the intra-
cellular exchange time under appropriate experimental conditions
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[13]. Nilsson et al. confirmed this, but found that the estimated
intracellular volume fraction may be biased in case of short ex-
change times [5]. These studies suggest that a given measurement
protocol yields accurate and precise results only for certain combi-
nations of microstructural parameters. Alexander showed that un-
der experimental conditions obtainable using a clinical MRI
scanner, axonal diameters larger than approximately 5 ptm are pos-
sible to estimate accurately in a two-compartment system, using
an analytical model without exchange [6]. However, in the pres-
ence of compartmental exchange, the accuracy and precision of
the estimated parameters has not been established and requires
further investigation.

As an alternative to using analytical measurement models,
microstructural parameters may be extracted using a database of
signal curves obtained by using Monte Carlo simulations, similar
to the approach by van Enden et al. [14]. Signal curves in the data-
base can be considered as “fingerprints” of the microstructure and
measured signal curves can be matched against these. This ap-
proach, herein denoted the simulation model, requires less
assumptions regarding the measurement model than the analytical
models, but relies on fast simulations in order to build a suffi-
ciently large database without inordinate demands on computa-
tion times.

The aim of this study was to investigate the accuracy and the
precision when estimating microstructural parameters in a two-
compartment system with exchange, using simulated diffusion
MRI data. The microstructural parameters were estimated from
signal curves simulated for experimental settings and noise levels
obtainable with a clinical MRI scanner. The performance in esti-
mating the microstructural parameters was compared between
two different measurement models, i.e. the analytical two-com-
partment Kdrger model and the simulation model.

2. Theory

In DW magnetic resonance experiments, pulsed magnetic-field
gradients cause a signal attenuation by producing a phase disper-
sion of the diffusing spins. The DW signal S is given by

S= / “ cos()f (¢)dp (1)

where ¢ is the spin phase and f(¢) is the probability density of spin
phases in a given volume and its Monte Carlo approximation S is
obtained according to

S =1 cos(). b € Flg) @)
k=1

where n is the number of particles. The phase ¢y is drawn from the
distribution F(¢) using simulations, according to

T
b= [ n) g 3

where 7 is the gyromagnetic ratio, T is the time at which the MR sig-
nal is acquired and g(t) is the magnetic-field gradient [15]. The par-
ticle trajectory, ri(t), is simulated as a random walk in a simulation
geometry, defined by the tissue model and described by tissue
parameters m. In the two-compartment model employed in the
present study, m = {d, t;, D;, D,, c;}, where d is the cell diameter, t;
is the intracellular exchange time, D; and D, are the physical intra-
and extracellular diffusion coefficients and c; is the intracellular vol-
ume fraction (Fig. 1). The extracellular volume fraction (c.) was de-
fined according to c; + ¢, = 1. For simplicity, D = D; = D, was assumed
in the present study.

In the one-dimensional Stejskal-Tanner pulsed gradient exper-
iment investigated in this study, only the gradient amplitude g was
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Fig. 1. The two-compartment simulation geometry (tissue model) investigated in
the present study is described by the diameter d, the intra- and extracelular
diffusion coefficients D; and D,, the intracellular volume fraction ¢; (where ¢; + c. = 1)
and the intracellular exchange time 7;. In the present investigation, D; =D, was
assumed and thus four parameters described the simulation geometry. Note that
ADC, is estimated in the analytical model, which is related to D, according to ADC, =
D./2. The local patch illustrated in the figure was repeated infinitey, creating a
hexagonal grid of simulated cells.

varied in successive experiments while the direction n was fixed.
Assuming rectangular gradient lobes with durations given by &
and the time between their leading edges given by 4, Eq. (3) is
rewritten as

) A+
¢ =8N - (/ i (t)dt —/ rk(t)dt> = 7pogn - Ary (4)
t=0 t=4
where Ary is the difference between the centre-of-masses of the
particle’s trajectories during the two gradient lobes. Defining
q=7(2m) 'égn = gn and combining Eq. (2) with Eq. (4) gives
n

S'(@) = cos(2nq - Ar) 5)

k=1

Signal values for an arbitrary range of q-values can be obtained
from a single simulation where n samples Ary are drawn (simu-
lated) from the F(Ar) distribution, although this leads to correlated
simulation noise in the signal-versus-q curve.

Discrete simulations were performed with r, discretized in
steps of Ax in space and in steps of At(k)=Ax?/2ngD(k) in time,
where ng is the number of dimensions in the simulation (two or
three) and D(k) is the diffusion coefficient for the kth compartment.
In each time increment, the particles were moved one step in a
random direction. Note that care must be taken to ensure that
the simulated gradient durations do not deviate from the specified
values when the time is discretized.

Particles moving from an intracellular compartment i to the
extracellular compartment e were only allowed to complete the
transition with a probability p(i,e), related to 7; according to

plise) = (”) A0 (6)

Nout T

where n is the total number of possible displacements for parti-
cles inside compartment i and ny,, is the number of displacements
that would cause a transition out of compartment i during At [5]. If
the transition was not fulfilled, the particles were elastically re-
flected back to their original positions, i.e. the membranes were
considered to be positioned between the discrete points where
the particles were positioned. In terms of membrane permeability
(P), p(i,e) is given by

_Pax_2nyV At )
T D) Ax A T

p(ie)

when assuming that P=(1/t;)-(V/A), where V/A is the volume-to-
surface fraction of the compartment and ng=2 [16]. When this
assumption is valid, Eq. (7) is approximately equal to Eq. (6). For
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compartments without specified exchange times, such as the extra-
cellular compartment, p(e,i) was given by

ple.i) = plie) o ®)

Note that this relationship assumes and implies identical particle
concentrations in the different compartments.

The Monte Carlo formulation in Eq. (2) shows that S is the aver-
age of the stochastic variables cos(¢). Therefore V[S'| = V[cos(¢)]/n?,
with

V[cos(¢)] = E[cos?(¢)] — E[cos(g)]?
n n 2
~ (% > cos2<¢k>> - (% > cos(%)) )
k=1 k=1

where E[-] and V[-] are the expectation value and the variance of a
stochastic variable, respectively [17]. In the asymptotic case where
q — ooand S — 0, ¢ can be considered to be drawn from a uniform
distribution on [0,27), where the variance is given by

21
Vicos(g)] = [ cos(4)5-do =5 (10)

In order to avoid too large an influence of the simulation noise on
the estimated parameters when using a database of simulated sig-
nal curves to fit the measured signal curves, the condition g; < g,
should be fulfilled, where o, = \/V[S] ~ 1/2n and o, is the noise
standard deviation in the measurements.

2.1. Analytical models

The employed analytical model was a two-compartment modi-
fied Karger model, similar to models employed previously in vari-
ous forms [5,7,10,13,18,19]. This model was defined using a matrix
exponential according to

e

S(b) = So[1 1]exp(—b-ADc+K~TD)E‘} (11)

where b = (27q)*Tp and Tj, is the diffusion time T = 4 — §/3 (infin-
itesimally short gradient ramp times assumed). The apparent diffu-
sion coefficient matrix ADC is defined according to

ADC; 0
ADC = 12
{ 0 ADCJ (12)
with the intracellular ADC; defined as
ADC; = [d - k(o, B)]*/2Tp (13)

where k(o,8) is calculated using the gaussian phase distribution
(GPD) approximation according to

where 1 is the tortuosity factor of the extracellular space. The ex-
change matrix K was defined according to

_kie kei
K= 17
|: kie *kei :| ( )

where k; and k,; are the exchange rates out of and into the intracel-
lular compartment with ki.c; = keic. and ki = 1/7;.

This model utilizes six free parameters, m = {Sy, d, t;, ADC,, D;,
c;}, where Sy is the signal without diffusion encoding and ADC, is
the apparent diffusion coefficient in the extracellular space.

3. Method

The simulation kernel for simulating Ary in Eq. (5) was imple-
mented in C, and other programming was performed in MATLAB
(MathWorks, Natick, MA). The simulations employed either a sin-
gle thread on the central-processing unit (CPU), an Intel Core 2
Duo @ 2.13 GHz, or the GPU, a NVIDIA GeForce 9800 GT graphics
card, supporting NVIDIA’s compute unified device architecture
(CUDA). The two versions were compared in a basic benchmark
test of free diffusion, where the trajectories of n = 107520 particles
were simulated during a simulation time period of 200 ms in steps
of A t=2.5ps. Random number generation was performed using
the Multiply-With-Carry algorithm, in order to obtain high-quality
random numbers in the parallel simulations on the GPU [21].

3.1. Validation of the simulation framework

The validity of the simulation framework was initially investi-
gated by three categories of tests investigating free diffusion, re-
stricted diffusion and compartmental exchange.

3.1.1. Free diffusion

Simulations of free diffusion were performed where signal-ver-
sus-b curves for b-values between 0 and 2500 s/mm? were gener-
ated for free diffusion with 6=10ms and Tp=100ms
(Ax=Ay=0.2 pm, D =2.0 pm?/ms and n = 2 x 10°). The generated
signal-versus-b curves was compared with the theoretical signal
curves given by S(b) = exp(—bD), considering also the signal vari-
ance calculated according to Eq. (9).

3.1.2. Restricted diffusion

The effects of different step lengths Ax were investigated by
simulated measurements performed perpendicular to a cylinder
(d=10 pum) using Ax = Ay =d/60, d[45, d/30 and d/15 pm, with
d~0ms and Tp=500ms (D=1.0 um?/ms, n=10°). Under these
conditions, the intracellular signal-versus-q curve is expected to
show a diffraction pattern according to the short gradient pulse
approximation (SGP), given by

k(o B) =

— o?ad (am — 1)

with a,, defined by J'(v/a@,) =0, so that \/a,, are the roots of the
derivative of the Bessel function of the first kind and order one
[20] and

46D; 4AD;
o= dzﬁ B= dz’ (15)
The extracellular ADC, relates to D, according to
ADC, = D,/ }* (16)

i 200, — 2 4 2 exp(—oy) + exp(—pfam) - (2 — exp(ody,) — exp(—odn))

(14)

2
s = (Pira?) (18)

where J; is the Bessel function of the first kind [12]. To evaluate the
effect of different step lengths, the diameter in Eq. (18) was esti-
mated from the simulated signal-versus-q curves.

The effects of different diffusion encoding times J on the signal
curves were investigated by comparing signal curves from simu-
lated measurements perpendicular to a cylinder, to those expected
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from the GPD and SGP approximations in Eq. (13) and in Eq. (18),
respectively. Two separate simulations were performed with
6=15pus and 6=15ms for Tp=500ms (d =10 um, Ax=0.2 um,
D =2.0 um?/ms, n=10°).

3.1.3. Compartmental exchange

The relation between 7; and the probability of a membrane tran-
sition p(i,e) in Eq. (6) was tested by simulations in a rectangular con-
finement using n =10 intracellular particles for 7;=25, 100 and
250 ms. The time that the kth particle spent in the intracellular com-
partment before its first membrane transition was recorded as (T;)
and the effective exchange time 7; was estimated by fitting
n;(t) = nexp(—t/%;) to > ,_, 1{(T:), < t}, where 1{a < b} equals unity
ifa < band zero otherwise [16]. This process was repeated 100 times
and 7; was determined to be significantly longer than t; if more than
99% of the estimated 7; exceeded 7;. This procedure was repeated for
7; =100 ms using different step lengths, Ax = d/60, d/45, d/30 and
d/15 pm, for diffusion perpendicular to a cylinder (d=10 pum,
D =2.0 um?/ms, n=10°) and repeated 20 times to investigate the
influence of simulation noise.

3.2. Evaluating diffusion MRI data

To investigate the accuracy and precision when estimating
microstructural parameters from diffusion MRI data, a database
with simulated signal-verus-b curves was constructed using
60060 different combinations of microstructural tissue parameters
m={d=2, 3, ..., 14um, D=1.0, 1.1, ... , 2.0 um?/ms, ¢;=25%,
27.5%, ..., 75%, 1;=50, 100, ..., 1000 ms}. The simulations were
performed using n=107520 particles and Ax =d/40 for Tp =30
and 60 ms, with 6 =30 ms. The signal-versus-b curve for each Tp
was sampled by 41 different b-values linearly spaced between zero
and 20000 s/mm?, corresponding to a maximal gradient strength
of approximately 100 mT/m.

The microstructure parameters m were estimated for each com-
bination m in the database, after adding noise to the simulated sig-
nal curves o,=0.025, corresponding to SNR=40 for S(0).
Simulated experiments were constructed by adding noise to the

simulated signal curves according to S, = /(S + N;)* + N? where

Sn is the noisy signal, S is the simulated signal and N, and N; are
gaussian noise with mean zero and standard deviation .

The model parameters were estimated by fitting the models to
the simulated experiment, by finding the signal curves in the data-
base that produced the least squared difference to the simulated
experiment, including only signal values exceeding 3o ,. For this
purpose, a database of analytical signal-versus-b curves was con-
structed for the same microstructural parameters as in the data-
base of simulated signal curves. Since the simulation model
contained only four free parameters, two of the six parameters in
the analytical model were fixed to their true values, i.e. Sg and D;,
in order to allow fair comparisons of the models. Moreover, specific
simulations with impermeable membranes and particles only in
the extracellular space were performed to estimate / in Eq. (16),
in order to determine the expected value of ADC,.. The estimated
value of 4 was obtained as the average value of the simulations
performed with Tp =30 and 60 ms.

The distributions of the fitted parameters, obtained from fitting
the models to 1000 different simulated experiments, were initially
investigated for two different sets of microstructural parameters
m. The accuracy and precision in the estimated parameters were
then investigated by studying the bias and the coefficient of varia-
tion (CV) of the estimated parameters. The bias was defined as
mean (9)/6 — 1, where 0 is the true value of the parameter of inter-
est and mean(0) is the mean value of that parameter estimate. The
CV was defined as ¢(0)/0, where ¢(0) is the standard deviation of

the parameter estimate. The bias and the CV were estimated for
all combinations of microstructural parameters with D = 1.7 um?/ms,
by fitting the models to 50 different simulated experiments for
each combination of microstructural parameters.

As discrepancies between the signal curves obtained with the
analytical model and the simulation model were found, simula-
tions were carried out using another simulation kernel constructed
to fulfill the assumptions of the analytical model. Diffusion in two
freely diffusing water pools was simulated, where the ADC values
of the two water pools were ADC, =D/?, with D=1.7 um?/ms
and / =1.32 and ADC; as obtained from Eq. (13) with d =10 um.
The probability of the particles to change water pools was constant
at po(i,e)= At/t; and po(e,i) = po(i,e)-ci/ce, with 7;=50ms and
n=2 x 10° particles were simulated using the same protocol as
in the other simulations. Note that these simulation were physi-
cally unrealistic.

4. Results
4.1. Validation of the simulation framework

The parallel GPU simulations were approximately 26 times fas-
ter than simulations on the CPU (238 s versus 9.3 s). Subsequent
simulations were therefore performed using the GPU.

4.1.1. Free diffusion
The simulated signal-versus-b curve was within the 95% confi-
dence level of the theoretical signal curve for free diffusion (Fig. 2).

4.1.2. Restricted diffusion

When Ax was varied between d/60 and d/15 (d = 10 pum), the
estimated cylinder diameter deviated less than 0.3% from the true
value. Diffraction patterns in the signal-versus-q curves were
clearly observed in the simulated signal-versus-q curves when
o — 0 and g =40 (Fig. 3), expected according to the SGP approxi-
mation for measurements performed perpendicular to a cylinder.
In the second case, where the SGP approximation was violated
(oe=1.2), the simulated signal curve and the curve from the GPD
approximation agreed well for a signal attenuation up to approxi-
mately one magnitude. At larger signal attenuations, the GPD
approximation is not valid (Fig. 3b).

4.1.3. Compartmental exchange
The validity of Eq. (6) was investigated for three different
intracellular exchange times t1;=25, 100 and 250 ms. The

10° ¢ Expected signal
+ Simulated signal
- — — 95% confidence interval
107
©
1=
2
(/2]
10'2 L
Y
102 = 5 . ' » »
0 500 1000 1500 2000 2500
b (s/mm?)

Fig. 2. Signal-versus-b curve with 95% confidence interval, obtained from a
simulation of free diffusion (D = 2.0 um?/ms) using n = 2 x 10° particles. This result
indicates a correct implementation of the diffusion encoding.
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Fig. 3. Signal-versus-q curves from a simulated measurement perpendicular to a cylinder (d = 10 um), with all particles confined inside a cylinder. (a) When o was virtually
zero (6 = 15 ps), the SGP approximation was valid and the simulated signal curve showed the expected diffraction pattern. (b) For o= 1.2 (6 = 15 ms), the simulated signal
curve and the curve from the GPD approximation agreed well for a signal attenuation less than approximately one magnitude.

estimated values were 7; =27.0+0.17 ms, 102 +0.65ms and
252 + 1.6 ms (mean * one standard deviation), see Fig. 4a. The esti-
mated values were significantly longer than the expected values
for ;=25 and 100 ms. As Ax was varied, the estimated values var-
ied only minimally:

7 =101.46 £ 0.37,
101.25+ 041,

101.41 +0.52,
101.72 £ 0.46 ms

for Ax =d|15, d/30, d/45 and d/60, respectively. Note that the parti-
cle distribution within the compartment became non-uniform as
the simulation elapsed (Fig. 4b).

4.2. Evaluating diffusion MRI data

The distributions of the estimated model parameters m, ob-
tained using the simulation and the analytical model, are shown
in Fig. 5 for two examples with different sets of microstructural
parameters. The estimated distributions overlapped to a large ex-
tent for t;, but differed for most of the other parameters. For exam-
ple, the analytical model overestimated the diameter in the case
where d = 3 pm, in contrast to the simulation model. The difference

in D between the analytical and the simulation model is a matter of
definitions, since D in the analytical model corresponds to ADC,,
while for the simulations, it refers to the diffusion coefficient of
all water (D = D; = D,). However, the estimated values of ADC, were
close their the expected values, as calculated from Eq. (16), with A
estimated from a simulation with extracellular particles only in an
identical geometry, but with impermeable membranes. For c;, both
models produced the close to the correct estimate for the higher c;
with longer t;, while ¢; was underestimated in the example with
short 7; when using analytical model.

The distributions of the estimated parameters were characterised
by their bias and coefficient of variation for all sets of model param-
etersmwith D = 1.7 um?/ms and ¢; > 50%. For the analytical model,
the reference value of ADC, was set according to Eq. (16) with 4 esti-
mated from the specific simulations with extracellular particles
only. The obtained values of 4, when averaged over all included en-
tries in the database, was 1.35 + 0.06 (mean * one standard devia-
tion). The bias and the CVs were averaged over all investigated c;
and the resulting maps are shown in Figs. 6 and 7, respectively.

Using the analytical Kirger model, the bias in d was lower than
10% when d > 4 pm and 1; > 500 ms, but for 7; = 100 ms, the bias
was low only when d > 8 pm. Exchange times were accurately esti-
mated (bias <10%) for 7; <900 ms and d < 9 pum, but generally
showed large biases otherwise. The intracellular volume fraction ¢;

a ¢’

2

0

@

2

§_ 1,=250 ms
A

L]

2

T 10

Q £ =100 ms

g i

=

. =25ms
0 250 500 750
time (ms)

b

Simulation time

Number of intracellular particles

o 2 4 & 8 10
X-position (um)

Fig. 4. (a) The percentage of particles that never passed the membrane, i.e. remained intracellular as the simulation time elapsed. Solid lines indicate the expected curve and
the crosses show the results from the simulations. (b) The distribution of particles within the rectangular confinement became non-uniform as the time elapsed. The solid line
shows the simulated distribution of intracellular particles and the dashed line the uniform distribution assumed in the Kadrger model.
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Fig. 5. Simulated signal-versus-b curves for Tp = 30 ms (circles) and Tp = 60 ms (crosses), shown in the leftmost column for two different examples in the top and bottom
rows, respectively. The solid horizontal black line corresponds to 3¢, below which no signal values were included in the fitting. The distributions of the estimated
parameters t;, d, ADC, or D and c; are shown from left to right, estimated using the analytical model (dashed line) and the simulation model (solid line) from 1000 different
simulated experiments. The estimated diffusion coefficients represent ADC, in the analytical model and D = D; = D, in the simulation model. The true values are indicated by
black triangles, but for ADC, it is indicated by a black circle. Note that ¢; was underestimated when using the analytical model in the second example.
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Fig. 6. The bias in percent of the true value is shown for the analytical model (a) and the simulation model (b). The x- and y-scales represent d and t;, respectively. Only results
simulated with D; = 1.7 um?/ms and the bias values were averaged for ¢; > 50%. The true values of ADC, in the analytical model were calculated using Eq. (16) with / obtained
from dedicated simulations with extracellular particles only and impermeable membranes.

was negatively biased for short exchange times (7; < 200 ms) and
larger diameters (d > 5 um) and the bias in ADC, was generally
low. Using the simulation model, the biases in the estimated
parameters were generally similar to those obtained when using
the analytical model. The bias in d was for small diameters
negative as opposed to positive for the analytical model, while the
bias for t; was slightly higher. Notably, the bias in ¢; found for the ana-
lytical model nearly vanished when using the simulation model.

The coefficients of variation were nearly identical for the analyt-
ical model and the simulation model. The CVs in d were below 10%,
when d > 4-5 um, but up to 50% for smaller d. The lowest CVs,
generally below 10%, was found for c;. In 7;, the CVs were low only
for 7; < 200 ms, but were otherwise as high as 40%.

Signal-versus-b curves from the compartment simulations were
compared with the simulations of two freely diffusing water pools
with a constant probability of exchange. The obtained results were
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Fig. 7. The coefficient of variation is shown for the analytical model (a) and the simulation model (b). The x-and y-scales represent d and t;, respectively. Only results
simulated with D;= 1.7 pm?/ms are shown and the values of CV were averaged for ¢; > 50%.

highly different (Fig. 8). For the compartment simulations, where
exchange only occurs after a successful membrane transition, a
bias was induced in the parameters estimated by the analytical
model (Fig. 8a). For the simulations performed with a constant
probability of exchange between the water pools, the model re-
turned almost the correct values since those simulations fulfilled
the assumptions in the analytical model (Fig. 8b).

5. Discussion

Signal-versus-b curves in nerve tissue are known to be non-
monoexponential, i.e. reflecting multiple water pools with differ-
ent ADC values [19]. These pools are assumed to origin from one
extracellular component and one or several intracellular compo-
nents showing restricted diffusion [5,6,10,11,22]. If the compart-
ments are assumed to be in the slow exchange regime, with
negligible exchange occurring during the diffusion time, the bias

]
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b (Mm% ms)

in the estimated d is small for d > 5 um, when an measurement
protocol optimized for a clinical MRI scanner is employed [6].
Water exchange between compartments might, however, influ-
ence high b-value diffusion measurements in fixated nervous tis-
sue as well as in vivo [5,10,23]. The modified Kdrger equations
employed in Eq. (11) allows for exchange to be included in analyt-
ical diffusion models [5,10], but the equations assume a constant
probability over time for a compartment exchange [18]. This
assumption is not valid for diffusion restricted in a compartment
(Fig. 4b). As a result, the estimated parameters are biased when
using the analytical measurement model (Fig. 6a). However, the
parameters are in some cases biased also when using the simula-
tion model (Fig. 6b), due to measurement noise in combination
with limitations in the measurement protocol. For example, pro-
longing Tp would most likely reduce the bias in 7;, for both models.

A resolution limit of approximately 4 pm was observed under
slow exchange conditions, similar to the results presented by

o
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Fig. 8. The plots show signal-versus-b curves simulated in two different compartments using d = 10 pm, D = 1.7 um, ¢; = 60% and 7; =50 ms (a) and in a specially designed
simulation of water diffusing freely in two different water pools (b). In the specially designed simulation, the probability of exchange between the water pools was constant
and the ADC values in the different pools were selected to match those defined by the analytical model for the microstructural parameters investigated in (a). The solid line
represents the best fit of the analytical model, where the estimated parameters were (a) ¢;=35%, ADC, =0.88 um?/ms, d =10 um and 7;=50ms for the compartment
simulation and (b) ¢; = 65%, ADC, = 1.1 um?/ms, d = 11 um and ;=50 ms for the water pool simulation. This shows that the analytical model underestimates c; from the
compartment simulation, while it returns almost the correct value for the (unphysical) simulation specially designed to fulfill the assumptions of the analytical model.
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Alexander [6]. The cause of the bias in d is the extremely low signal
attenuation of the intracellular signal, due to the nearly zero ADC;
for d smaller than the resolution limit. An increase in the maximal
gradient strength could lower the resolution limit by allowing
shorter 6. Improving the resolution limit from d; to d, = d{/2 could
be expressed as the condition by- ADC{(d;, &1, f1) = bo-ADC{(d>, 5,
B2), i.e. that the intracellular signal attenuation should be equally
large at the smaller d. This condition holds if b, = by, 0 =0y and
B2 = B1, which requires §, = §/4 as well as (Tp), = 1/4-(Tp);. In order
to fulfill b, = by, the maximal gradient amplitude must increase
eightfold, i.e. g, = 8g;. This result was described by Litt et al. in
the context of g-space diffusion MRI [24].

The observed bias in ¢; when using the analytical model under
fast exchange conditions (Fig. 6a) might hamper interpretation of
diffusion measurements. For example, Clark et al. observed a slow
diffusion fraction smaller than expected if that fraction originated
from intracellular water and concluded that this mismatch might
be caused by a rapid exchange. Indeed, generating biexponential
and diffusion time independent signal-versus-b curves using the
parameters for gray matter presented by Clark et al. (Crast/siow =
71/29% and ADCgasyjsiow = 1.02/0.19 um?/ms) and evaluating data
using the simulation model yields ¢;=51+7%, d=12%1.6 pum,
7;=61% 22 ms, using SNR = 40 and assuming D = 1.7 um?/ms. The
value of ¢; is still lower than the expected value of 80%, but war-
rants further investigations.

One limitation of the present study was that possible parameter
bias in relation to the true tissue-related parameters caused, for
example, by an oversimplified tissue model was not evaluated.
Moreover, the measurement protocol chosen in the present study
represent a high b-value protocol with sequence parameters
obtainable with a clinical MRI scanner. The protocol might be opti-
mized for improved accuracy of certain parameters [6]. However,
we recommend the presently described methods for detecting
biases to be employed before interpreting results obtained with
protocols other than the one examined in this study. The simula-
tions and the subsequent data evaluations require a computation
time of approximately a week on a desktop computer.

Another limitation was that the simulation model used the
same model to generate data as for estimating the parameters, in
contrast to the analytical model. This could have resulted in
slightly higher biases and coefficients of variation for the analytical
model, although the negative bias in ¢; for short 7; clearly origi-
nated from the assumptions in the analytical model (Fig. 8). The re-
sults were also influenced by the reduction of two parameters in
the analytical model. For example, instead of fixing D, it could have
been included in the fitting with ADC, calculated according to Eq.
(16), knowing that D, = D; and with / estimated in separate simu-
lations. This was approach was not chosen since any deviation in
D would have resulted in a deviation also in d, since these param-
eters are related via Eq. (13). Simulation noise, although much
smaller in amplitude than the applied measurement noise, likely
had a marginal influence on results from single simulations
(Fig. 5). The bias and coefficient of variations maps, however, were
averaged over simulations performed with different c;, resulting in
less influence on the results from the simulation noise. At higher
SNR of the simulated experiment, the correlated simulation noise
would have a larger influence.

Fast simulations were required in order to allow a large number
of simulations to be performed with different microstructural
parameters in a short time. This was achieved by performing par-
allel simulations on a discrete simulation grid using a modern GPU.
Continuous particle displacements, as employed in some studies
[13,25,26], may seem more realistic than discrete displacements,
but other studies have confirmed that discrete simulations are fea-
sible and of acceptable quality [15,27,31]. Discrete step sizes are
also more efficient from a numerical perspective [31]. Simulations

with discrete steps in all directions, as employed in the present
framework, do not require the handling of multiple membrane
reflections, as discussed by Hall and Alexander [31]. However, in
order to allow the fractions of intra- and extracellular space to be
sufficiently well specified, our design enforced shorter step lengths
than required when using continuous displacements. This was a
disadvantage of the present simulation framework, since longer
step lengths are generally more computationally efficient [31].

The quality tests ensured that the simulation framework gener-
ated reliable results. The simulated signal curves in case of free and
restricted diffusion were in agreement with the theoretically pre-
dicted results, independently of the step length within a reason-
able interval (Figs. 2 and 3). However, the estimated effective
exchange times were slightly longer than expected for all investi-
gated step sizes (Fig. 4). This small bias was caused by the defini-
tion of 7; in the derivation of Eq. (6), since for high exchange
probabilities, the concentration of particles that had never experi-
enced a membrane transition became non-uniform as the time
elapsed (Fig. 4b), thereby violating the requirements for Eq. (6)
[5]. Nevertheless, this minimal bias can be neglected when
7; = 50 ms.

The present investigation was based on the Stejskal-Tanner
pulse sequence, but other gradient waveforms are easily simulated
by modifying the assumed gradient waveform, for example, to sim-
ulate double-wave vector diffusion MRI [28,29]. Another advan-
tage of using simulations as the measurement model is that it
allows the use of complex geometries as the tissue model. Avail-
able analytical models for the intracellular signal curves only al-
lows simple geometries, such as planes, cylinders and spheres as
the tissue model. Similarly, the extracellular space is commonly
modelled as a mono-exponential signal-verus-b curve, although
it is plausible that it is non- mono-exponential for intermediate
diffusion times [30]. These issues are extraneous when using sim-
ulations as the measurement model, since the signal curves are
implicitly given by the simulation geometry.

In conclusion, signal-versus-b curves simulated for conditions
and noise levels achievable on a clinical MRI scanner were evalu-
ated using an analytical two-compartment model as well as by
matching them with signal curves produced by Monte Carlo simu-
lations, i.e. the simulation model. Both models produced a bias in
the estimated diameter for diameters smaller than approximately
4 um. A major negative bias was found in the intracellular volume
fraction for exchange times shorter than approximately 350 ms
when using the analytical model. This bias nearly vanished when
using the simulation model. This work could potentially improve
the possibility of absolute quantification of tissue microstructural
properties using diffusion MRI. The simulation framework and
the required source code for this analysis are available on request
as open-source software.
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